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Abstract

In this paper, we give a characterization of best constant approximants in Lorentz spacesLw,q ,
1�q <∞, and we establish a way to obtain the best constant approximants maximum andminimum.
We also study monotony of the best constant approximation operator.
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1. Introduction

LetM0 be the class of all real extended�-measurable functions on[0, 1], where� is the
Lebesgue measure. As usual, forf ∈ M0 we denote by

�f (�) = �({x ∈ [0, 1] : |f (x)| > �}), (��0),

its distribution function and by

f ∗(t) = inf {� : �f (�)� t}, (t�0),
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its decreasing rearrangement.We recall that�f (f
∗(t))� t , t�0. For other properties of�f

andf ∗, the reader can see[1, p. 36–42].
Now, we give some basic notations and definitions. Letw : (0, 1] → (0,∞) be a

weight function, non-increasing and locally integrable with respect to�. For f ∈ M0 and
1�q < ∞, let

‖f ‖w,q =
(∫ 1

0
w(t)(f ∗(t))q d�(t)

) 1
q

.

We consider the Lorentz spaceLw,q := {f ∈ M0 : ‖f ‖w,q < ∞}. For f ∈ Lw,q , let
Cf be the set of allc ∈ R such that

‖f − c‖w,q = inf
k∈R

‖f − k‖w,q .

It iswell known thatCf is a non-empty andcompact interval. Eachelement ofCf is called
a best approximant off. We denotef = min(Cf ) andf = max(Cf ). Consider the best
approximation operator, defined byT (f ) := Cf . In [5], Landers and Rogge, introduced
the following monotony concept:

T is monotone ifff �g, c ∈ Cf , d ∈ Cg thenc ∨ d ∈ Cg andc ∧ d ∈ Cf ,

wherec ∨ d = max{c, d} andc ∧ d = min{c, d}.
In [3] a description of the best monotone approximants, inL1[0, 1], is given. In[2] the

authors gave a method to construct a best monotone approximant inL1[0, 1] and in[9], it
was extended forLp[0, 1], 1< p < ∞. Later in[6], Marano and Quesada studied approx-
imation inL�[0, 1], for a suitable function�. More precisely, they gave a characterization
of the best monotone approximants set and a method to construct the best monotone ap-
proximants maximum and minimum. On the other hand, Landers and Rogge in[5] studied
the monotony of the best monotone approximation operator inL�.
In this paper, we shall be restricting ourself to consider simple functions almost every-

where. The motive is the difficulty in working with the Lorentz norm in approximation
problems. In fact, before that an integration of the data with a certain weight be done, a
non-increasing rearrangement of them is necessary. This rearrangement does not allow us,
in general, to find a suitable expression for the Gateaux derivative of the norm at a given
function. On the other hand, it is well known (see[7, p. 3]) that the Gateaux derivative
provides a characterization of best approximants on subspaces.
In Section 2, we give a characterization of best constant approximants for a simple

function and we establish a way to obtain the best constant approximants maximum and
minimum.
In Section 3, we study the monotony of the best constant approximation operatorT, in

the sense of Landers and Rogge.
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2. Characterization of the best constant approximants

Given a non-constant simple functionhwe denoteR(h) = {hk : 1�k� l}, the range of
h. We introduce the following notations

�h = min{||hi | − |hj || : hi �= hj }, �h = min{|hi | : |hi | > 0},

�h =
{

min{�h,�h}
4 if �h > 0,

�h
4 if �h = 0

andKh = min{�h−h,�h−h}. Clearly�h > 0 andKh > 0. Since(h + a) − h + a = h − h

and(h + a) − h + a = h − h, a ∈ R, we have

Kh+a = Kh, a ∈ R. (1)

We denote�A the characteristic function of the setA.

Lemma 2.1. Letg ∈ Lw,q and letE ⊂ [0, 1] be a�-measurable,such thatg�E �0.Then
for all c > 0,

((g + c)�E)
∗ = ((g�E)

∗ + c)�[0,�(E)). (2)

Proof. From the definitions of distribution function and decreasing rearrangement, we get

�(g+c)�E
((g�E)

∗(t) + c) = �g�E
((g�E)

∗(t))� t

and

�g�E
(((g + c)�E)

∗(t) − c) = �(g+c)�E
(((g + c)�E)

∗(t))� t

for all t�0. Therefore, the lemma is an immediate consequence of the definition of the
decreasing rearrangement.�

We recall that a function� : [0, 1] → [0, 1] is a measure preserving transformation if,
wheneverE is a measurable subset of[0, 1], the set�−1(E) is a measurable subset of[0, 1]
and�(�−1(E)) = �(E).
The following theorem was proved in[1, p. 82].

Theorem (J.V. Ryff). Let (R,�) be a finite non-atomic measure space and let f be a non-
negative�-measurable function on R. Then there is a measure preserving transformation
� : R → [0,�(R)] such thatf = f ∗ ◦ � �-a.e. on R.

The following lemma is the key for the proof of the main theorem of this Section. We
shall only work with simple functions, because the next lemma cannot be extended to every
function inLw,q . This can be seen with simple examples.
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Lemma 2.2. Let h be a simple function, 0< 	 < �h and let u be a measurable function
such that0�u < 	. Then there is a measure preserving transformation� : [0, 1] → [0, 1]
such that

(h + su + t)∗ ◦ � = |h + su + t | � − a.e. on [0, 1] (3)

for all s ∈ {0, 1}, t ∈ [0, 	]. The set where(3) is satisfied, does not depend on s and t.

Proof. Fix t ∈ [0, 	]. We denoteR(h∗) = {h∗
k : 1�k� l′}, l′ � l, the range ofh∗. We

consider the following�-measurable sets,

E+
k := {x ∈ [0, 1] : h(x) = h∗

k}, 1�k� l′

and

E−
k := {x ∈ [0, 1] : h(x) = −h∗

k}, 1�k� l′, h∗
k �= 0.

By Ryff theorem, there are�+
k : E+

k → [0,�(E+
k )] and�−

k : E−
k → [0,�(E−

k )] measure
preserving transformations such that

((h + u)�
E

+
k

)∗ ◦ �+
k = |(h + u)�

E
+
k

|, � − a.e. onE+
k (4)

and

((h + u)�
E

−
k

)∗ ◦ �−
k = |(h + u)�

E
−
k

|, � − a.e. onE−
k . (5)

Clearly,(h + u)�
E

+
k

�0. From Lemma 2.1, forg = h + u, c = t andE = E+
k , we obtain

((h + u + t)�
E

+
k

)∗(�+
k (x)) = ((h + u)�

E
+
k

)∗(�+
k (x)) + t, � − a.e. onE+

k . (6)

On the other hand, from (4) follows that

((h + u)�
E

+
k

)∗(�+
k (x)) + t = |h(x) + u(x)| + t = |h(x) + u(x) + t |,

� − a.e. onE+
k . (7)

So, from(6) and(7), we have

((h + u + t)�
E

+
k

)∗(�+
k (x)) = |h(x) + u(x) + t | � − a.e. onE+

k . (8)

Since 0�u < 	 and 0� t�	, (−(h + u) − t)�
E

−
k

= h∗
k − u − t�h∗

k − 2	. We also have,

	 < �h� h∗
k

4 for all 1�k� l′,h∗
k �= 0. Therefore,(−(h+u)−t)�

E
−
k

�0. Then, from Lemma

2.1, forg = −(h + u) − t , c = t andE = E−
k , we get

((h + u)�
E

−
k

)∗(�−
k (x)) = ((h + u + t)�

E
−
k

)∗(�−
k (x)) + t, � − a.e. onE−

k . (9)
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So,(5) and(9) imply

((h + u + t)�
E

−
k

)∗(�−
k (x))= ((h + u)�

E
−
k

)∗(�−
k (x)) − t = |h(x) + u(x)| − t

= |h(x) + u(x) + t |, � − a.e. onE−
k . (10)

Furthermore,

((h + t)�
E

+
k

)∗(�+
k (x)) = h∗

k + t = |h(x) + t |, � − a.e. onE+
k (11)

and

((h + t)�
E

−
k

)∗(�−
k (x)) = h∗

k − t = |h(x) + t |, � − a.e. onE−
k . (12)

We writeL = 2l′ if 0 /∈ R(h∗) andL = 2l′ − 1 if 0 ∈ R(h∗). For 1�k�L, we denote

Ek =


E+

k+1
2

if k is odd,

E−
k
2

if k is even
and �k =




�+
k+1
2

if k is odd,

�−
k
2

if k is even.

Thus, from (8), (10), (11) and (12), we have proved that

((h + su + t)�
Ek
)∗(�k(x)) = |h(x) + su(x) + t |, � − a.e. onEk (13)

for all s ∈ {0, 1}, t ∈ [0, 	] and 1�k�L.
Letm0 = 0 andmk = ∑k

j=1 �(Ej ), 1�k�L. Next, we prove

(h + su + t)∗(�k(x) + mk−1) = ((h + su + t)�
Ek
)∗(�k(x)), � − a.e. onEk (14)

for all s ∈ {0, 1}, t ∈ [0, 	] and 1�k�L. From (13) and the assumption onu, t ands,
follows that

�
h+su+t

(((h + su + t)�Ek
)∗(�k(x))) = mk−1

+ �
(h+su+t)�Ek

(((h + su + t)�Ek
)∗(�k(x)))

� mk−1 + �k(x), � − a.e. onEk. (15)

The definition of(h + su + t)∗ and (15) imply

(h + su + t)∗(�k(x) + mk−1)�((h + su + t)�
Ek
)∗(�k(x)), � − a.e. onEk. (16)

Now, we see the reciprocal inequality of (16).A straightforward computation shows that for
z ∈ [mk−1,mk), we have h∗k+1

2
�(h + su + t)∗(z) < h∗

k+1
2

+ 2	 if k is odd andh∗
k
2

− 2	 <

(h + su + t)∗(z)�h∗
k
2
if k is even. Since�(�−1

k ({mk})) = 0, for z = mk−1 + �k(x) ∈
[mk−1,mk], we obtain

�
(h+su+t)�Ek

((h + su + t)∗(mk−1 + �k(x))) = −mk−1 + �
h+su+t

×((h + su + t)∗(mk−1 + �k(x)))

� �k(x), � − a.e. onEk. (17)
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Thus, (17) implies

((h + su + t)�
Ek
)∗(�k(x))�(h + su + t)∗(�k(x) + mk−1) � − a.e. onEk. (18)

Finally, by (13) and (14) the function� defined by�(x) = �k(x)+mk−1, x ∈ Ek, 1�k�L,
is a measure preserving transformation fulfilling (3).�

It follows from a characterization theorem of best approximants (see[7, p. 3]), that

c ∈ Cf iff 
+(f − c, d) = lim
t→0+

‖f − c + td‖qw,q − ‖f ‖qw,q

t
�0

for all d ∈ R.

Now, we have


+(f − c, d) =
{
d �+(f − c) if d�0,
d �−(f − c) if d < 0,

where�+(f ) = lim t→0+
‖f+t‖qw,q−‖f ‖qw,q

t
and�−(f ) = lim t→0−

‖f+t‖qw,q−‖f ‖qw,q

t
. There-

fore

c ∈ Cf iff �+(f − c)�0 and �−(f − c)�0. (19)

For��0, we consider
If (�) := {x ∈ [0, 1] : f = �},
af (�) := �f (�) + �(If (�)) and

bf (�) := �f (�) + �(I|f |(�)).

Lemma 2.3. Let f be a simple function andR(f ) = {fk : 1�k� l}. Then

�+(f ) = q


 ∑

fk �0

∫ af (fk)

�f (fk)
|fk|q−1w d� −

∑
fk<0

∫ bf (−fk)

af (−fk)

|fk|q−1w d�


 . (20)

In (20),we write|fk|q−1 := 1 if q = 1 andfk = 0.

Proof. Let 0 < 	 < �f andu ≡ 0. Then by Lemma 2.2 there is a measure preserving
transformation,� : [0, 1] → [0, 1] such that

(f + t)∗ ◦ � = |f + t |, � − a.e. on [0, 1], t ∈ [0, 	].
So,

‖f + t‖qw,q =
∫ 1

0
w(�)|f + t |q d�, t ∈ [0, 	].

Therefore, using the Lebesgue dominated convergence theorem we obtain

�+(f ) = lim
t→0+

‖f + t‖qw,q − ‖f ‖qw,q

t
=

∫ 1

0
w(�)q|f |q−1sgn(f ) d�. (21)
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In (21), we write|f |q−1sgn(f ) := 1 if q = 1 andf = 0.
On the other hand,

� : If (fk) → [
�f (fk), af (fk)

]
if fk�0 and

� : If (fk) → [
af (−fk), bf (−fk)

]
if fk < 0.

(22)

In consequence, (21) and (22) imply (20).�

Since�−(f ) = −�+(−f ), from Lemma 2.3 and (19) we have the following theorem
of characterization.

Theorem 2.4. Let f be a simple function andR(f ) = {fk : 1�k� l}. Thenc ∈ Cf iff it
satisfies

(a)
∑

fk �c

∫ af−c(fk−c)

�f−c(fk−c) |fk − c|q−1w d�� ∑
fk<c

∫ bf−c(c−fk)

af−c(c−fk)
|fk − c|q−1w d�.

(b)
∑

fk �c

∫ ac−f (c−fk)

�c−f (c−fk)
|fk − c|q−1w d�� ∑

fk>c

∫ bc−f (fk−c)

ac−f (fk−c) |fk − c|q−1w d�.

Lemma 2.5. Let f be a simple function andR(f ) = {fk : 1�k� l}. Then�+(f − x) and
�−(f − x) are nonincreasing functions of x.

Proof. Let c < d. We only show that�+(f − d)��+(f − c). The proof of�−(f −
d)��−(f − c) follows from the equality�−(f − k) = −�+(k − f ).We define

P(u) =
∑
fk �u

∫ af−u(fk−u)

�f−u(fk−u)

q|fk − u|q−1w d�

and

Q(u) =
∑
fk<u

∫ bf−u(u−fk)

af−u(u−fk)

q|fk − u|q−1w d�.

Clearly�+(f −u) = P(u)−Q(u). It will be sufficient to prove thatP is a non-increasing
function andQ is non-decreasing function. First, we see thatP is non-increasing. Suppose
fk�d, then�({x : f (x) < 2c − fk})��({x : f (x) < 2d − fk}). So,

�f−c(fk − c)��f−d(fk − d).

Furthermore,af−u(fk − u) − �f−u(fk − u) = �(If (fk)) for u�fk. Sincew is non-
increasing,|fk − d|q−1� |fk − c|q−1 and {k : fk�d} ⊂ {k : fk�c} we get,P(d)

�P(c) .
Now, we shall prove thatQ is non-decreasing.We supposefk < c.As�({x : f (x)�2d−

fk})��({x : f (x) > 2c − fk}), we have

af−d(d − fk)��f−c(c − fk)�af−c(c − fk).
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Since |fk − c|q−1� |fk − d|q−1, {k : fk < c} ⊂ {k : fk < d}, �(If (fk))
= bf−u(u−fk)−af−u(u−fk), for u > fk, andw is non-increasing, we getQ(c)�Q(d).
�

In the next theorem, we establish a way to obtain the best approximantsf andf .

Theorem 2.6. Let f be a simple function. Thenf = max{c : �+(f − c)�0} andf =
min{c : �−(f − c)�0}.

Proof. Let s = sup{c: �+(f − c)�0}. By (19),

�+(f − f )�0. (23)

Thenf �s. It will be sufficient to show thatf = s. We suppose thatf < s. Then there is
c, f < c�s such that

�+(f − c)�0. (24)

From Lemma 2.5 and (19),

�−(f − c)��−(f − f )�0. (25)

So, (19), (24) and (25) imply thatc ∈ Cf , which is a contradiction. Similarly, we can see
thatf = min{c : �−(f − c)�0}. �

3. Monotony of the best constant approximation operator

In this section, we study the monotony of the best approximation operator,T in the sense
of Landers and Rogge. We begin with two lemmas.

Lemma 3.1. Let f and g be simple functions and0 < 	�Kf such that0�g − f < 	. If
c ∈ Cf andd ∈ Cg, thenc ∨ d ∈ Cg.

Proof. Supposed < c. Leth = f − f andu = g − f . Clearly

|h + u|q − |h|q � |h + u + t |q − |h + t |q . (26)
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Furthermore, 0< 	 < �h and 0�u < 	. Then, by Lemma 2.2 there is a measure preserving
transformation� : [0, 1] → [0, 1] such that

(h + su + t)∗ ◦ � = |h + su + t |, � − a.e. on [0, 1] s ∈ {0, 1}, t ∈ [0, 	].
(27)

So,

‖h + su + t‖qw,q =
∫ 1

0
w(�)|h + su + t |q d�, s ∈ {0, 1}, t ∈ [0, 	]. (28)

Therefore, from(26),(27)and(28), we get

‖h + u‖qw,q − ‖h‖qw,q � ‖h + u + t‖qw,q − ‖h + t‖qw,q , t ∈ [0, 	]
or equivalently,∥∥f − f + t)

∥∥q
w,q

− ∥∥f − f
∥∥q
w,q

t
�

∥∥g − f + t)
∥∥q
w,q

− ∥∥g − f
∥∥q
w,q

t
, t ∈ (0, 	].

In consequence�+(f − f )��+(g − f ), and by Theorem 2.6,f �g. SinceCg is convex
andc�f , we have c∨ d ∈ Cg.
If d�c, the lemma is obvious.�

Lemma 3.2. Let f and g be simple functions such thatf = ∑l
k=1 fk�Ik

andg = �
I
j
where

1�j� l. If c ∈ Cf andd ∈ Cf+sg for s�0, thenc ∨ d ∈ Cf+sg.

Proof. If s = 0, it is obvious. Supposes > 0. We only consider the non-trivial casec > d.
By the convexity of the setCf+sg, it will be sufficient to show that the following property
is verified:

For all c ∈ Cf there is d ′ ∈ Cf+sg such thatd ′ �c.

Fix c ∈ Cf . We consider the following set

C := {� ∈ [0, s] d ′ �c for some d ′ ∈ Cf+�g}.
If a = sup(C), we shall show thata ∈ C. Let (�n)n∈N ⊂ C be a sequence such that
limn→∞ �n = a andd�n ∈ Cf+�ng with d�n �c. Sinced�n is bounded, then there is a
subsequence which converges to a real numberd ′ with d ′ �c. By simplicity we denote
(d�n)n∈N this subsequence. For each constant functionb, we have

‖f + �ng − d�n‖�‖f + �ng − b‖�‖f + ag − b‖ + |a − �n|‖�I
j
‖.

Then‖f + ag − d ′‖�‖f + ag − b‖. So,d ′ ∈ Cf+ag. Supposea < s and leth be the
simple functionh = f + ag. If h is constant, then

f + ag = d ′ �f + (a + 	)g, 0< 	 < s − a.
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Thereforec�d ′ �k, for all k ∈ Cf+(a+	)g. So,a + 	 ∈ C. This is a contradiction. Now,
suppose thath is non-constant and consider 0< 	� min{Kh, s−a}, u = f + (a+ 	)g and
p ∈ Cu. Clearly 0�u−h�	�Kh. In consequence, from Lemma 3.1, we getp∨d ′ ∈ Cu.
Sincec�d ′ �p ∨ d ′ we havea + 	 ∈ C. This is other contradiction. So,a = s. �

Theorem 3.3. The best approximation operator,T, is monotone on the set of the simple
functions.

Proof. Let f and g be simple functions,f �g, c ∈ Cf andd ∈ Cg. We only consider the
non-trivial casec > d. Without loss of the generality we denotef = ∑l

k=1 fk�Ik
and

g = ∑l
k=1 gk�Ik

. We define

Gn =
{
f if n = 0,∑n

k=1 gk�Ik
+ ∑l

k=n+1 fk�Ik
if 0 < n� l.

ClearlyG0 = f ,Gl = g and

Gn+1 = Gn + (gn+1 − fn+1)�In+1
�Gn for 0< n� l − 1.

We shall prove thatGn�Gn+1 for all 0 < n� l − 1. In fact, if k > Gn+1 for some
k ∈ CGn , then by Lemma 3.2 we getk ∈ CGn+1 and this is a contradiction. Therefore
d < c�f = G0� · · · �Gl = g. So,c ∈ Cg.
The proof of thatd ∈ Cf , follows analogously considering−g� − f , −d ∈ C−g and

−c ∈ C−f . �

Theorem 3.4. Let f and g be functions inLw,q such thatf �g, c ∈ Cf andd ∈ Cg.Then

(a) If Cf is unitary,c ∨ d ∈ Cg.
(b) If Cg is unitary,c ∧ d ∈ Cf .

Proof. (a) The casec�d is trivial. Supposec > d. It is well known that all non-negative
measurable function is the pointwise limit of a non-decreasing sequence of non-negative
simple functions (see[8]). Let (f+

n )n, (f−
n )n, (h+

n )n, (h
−
n )n be non-negative simple function

sequences such thatf+
n ↑ f+ f−

n ↑ f−, h+
n ↑ g+ andh−

n ↑ g−. Considerg+
n = h+

n ∨ f+
n

andg−
n = h−

n ∧f−
n . Sincef+ �g+ andg− �f−, theng+

n ↑ g+ andg−
n ↑ g−. By Lemma

2.1 in[4], we have (f+ −f+
n )∗ ↓ 0 and|f+ −f+

n |�2|f |. Using the Lebesgue dominated
convergence theorem we obtain

∥∥f+ − f+
n

∥∥
w,q

→ 0. Analogously,
∥∥f− − f−

n

∥∥
w,q

→ 0,∥∥g+ − g+
n

∥∥
w,q

→ 0 and
∥∥g− − g−

n

∥∥
w,q

→ 0. Thus,

‖f − fn‖w,q → 0 and ‖g − gn‖w,q → 0. (29)
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Let cn ∈ Cfn anddn ∈ Cgn . Sincefn�gn, Theorem 3.3 implies that

cn ∧ dn ∈ Cfn and cn ∨ dn ∈ Cgn.

The sequences(cn ∧ dn)n and(cn ∨ dn)n are bounded, then there are subsequences which
converge, say, toc′ andd ′ respectively. Furthermore,c′ �d ′ and from(29), c′ ∈ Cf and
d ′ ∈ Cg. Now, if Cf is unitary,d < c = c′ �d ′. In consequencec ∈ Cg, becauseCg is a
convex set.
(b) The proof is analogous.�

Remark. In the case thatCf andCg are unitary sets, we obtain monotony in the usual
sense.

The following corollary provides two important cases for which there is uniqueness of
the best constant approximant.

Corollary 3.5. Let f and g be functions inLw,q such thatf �g. If (a) 1 < q < ∞ or
(b) f, g ∈ C[0, 1], thenT (f )�T (g)

Proof. (a) If 1 < q < ∞, Lw,q is a convex strictly set (see[4, Theorem 3.3]). Therefore,
we have uniqueness and by Theorem 3.4, the proof is complete.
Next, assume thatf is a continuous function. Suppose thatCf is not unitary and let

A := {x ∈ [0, 1] : f < f (x) < f }. Then�(A) > 0 and∣∣∣∣f − 1

2
(f + f )

∣∣∣∣ < 1

2
|f − f | + 1

2
|f − f | onA. (30)

Thus, from (30) andLemma3.2 in[4], weget (f− 1
2(f +f ))∗ <

(
1
2|f − f | + 1

2|f − f |
)∗

for some set of positive measure,B. So,∥∥∥∥f − 1

2
(f + f )

∥∥∥∥
w,q

<
1

2

∥∥∥f − f

∥∥∥
w,q

+ 1

2

∥∥f − f
∥∥
w,q

.

This is a contradiction. Thus,Cf is unitary. Now,(b) follows from Theorem 3.4. �

Remark. Finally, we observe that if� : R+ → R+, is a differentiable convex function,

with �(0) = 0,�(t) > 0 for t > 0, and


w,
(f ) =
∫ ∞

0
�(f ∗(t))w(t) d�(t)

is the Orlicz–Lorentz functional, then all the results of the Sections 2 and 3 are true, if we
change the Lorentz norm‖ ‖w,q by the functional
w,
 in all place.
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